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1. Introduction

This study deals with the optimal control problem of the stationary Stokes equation. Numerical solution of the Stokes equation needs some extra caution due to the coupling of velocity and pressure. Finite element methods are mostly used for the solution of Stokes equation but inaccurate pressure singularities are encountered unless some stable finite element pairs are used for the standard Galerkin finite element approach. Stable finite element pairs are chosen as they satisfy the so-called inf-sup condition to overcome such problems. This condition, in particular, does not allow the use of simple interpolations like equal order ones, which are desirable from a computational view point [8]. Thus, if one uses such simple finite element pairs, a pressure stabilization mechanism must be cast to the system in order to avoid pressure singularities.

In most of these stabilized methods, one adds some extra terms to the discrete variational form of the problems to ensure stability. The first and most well-known stabilization technique applied on a Stokes system is the Brezzi-Pitkaranta method [8], which is considered in this study to stabilize the optimal control problem. This method adds a weighted Laplace operator on the pressure space, which results in an optimally convergent scheme for equal order finite element approximations [5]. Some other popular methods are GLS method [13], SUPG method along with PSPG method [9], the Douglas-Wang method [12], bubble function method [4], Pressure Gradient Projection methods [11] and VMS methods [20]. Some of these stabilization methods are transferred to the Navier-Stokes systems as tested in Stokes flows and demonstrate a good success. Thus, Stokes flow problems bears a great importance as it plays a role as a test bed for more complicated and convective problems such as uncoupled and coupled Navier-Stokes systems. Making use of the Brezzi-Pitkaranta stabilization for the control of the Stokes equation is advantageous.
since it doesn’t require numerical residual explicitly as in GLS methods and thus, strong differential formulation of the problem is not needed. The Brezzi-Pitkaranta stabilization technique also will not require extra regularity conditions as in some well-known stabilization procedures [19].

There are various studies in the literature concerning the optimal control of flow problems. In [25], a discontinuous galerkin finite element method (DG) with interior penalties for the optimal control problem of the convection-diffusion equation was studied and in [18], an edge stabilized galerkin finite element method for the same optimal control system was considered. Moreover, local error estimates for SUPG solutions of advection-dominated elliptic linear-quadratic optimal control problems was studied in [17]. Similarly, the local (DG) for optimal control problem governed by convection-diffusion equations was analyzed in [27]. In [14], authors presented an analysis concerning the optimal control of fully discretized Stokes equations and a priori error analysis of the same optimal control system are presented in [23]. In most similar studies, researchers choose inf-sup stable finite element pairs for velocity and pressure approximations. The originality of this study comes from the idea of combining the pressure stabilization technique and optimal control problem of Stokes problem with unstable and lower order finite element pairs. To the best of the authors knowledge, this is the first study on optimal control problem of Stokes equations including the Brezzi-Pitkaranta stabilization applied on an equal order finite element interpolations.

In this work, we use Lagrange approach to get the first order optimality conditions. Then, we formulate the discrete optimal control problem. Stabilization terms are added to both weak formulations of the discrete state and adjoint variables. In order to solve the optimal control problem, we use a gradient descent type algorithm. In the numerical example, one can easily see the efficiency of the stabilization for both the state and the adjoint variables.

The organization of the paper is as follows: We first give some notational notes and mathematical preliminaries in order to define the problem and its variational form. Then, we give the finite element discretization of the optimal control problem and prove the stability properties. A priori error analysis of the control problem is proceeded in the following section. We conclude our study with a numerical example.

2. Problem Formulation and Optimal Control Problem

In this work, we consider the optimal control problems governed by the Stokes equations. Let \( \Omega \) be a bounded polygonal domain in \( \mathbb{R}^d \), with \( d = 2 \) or 3, and its Lipschitz boundary be \( \Sigma = \partial \Omega \). Then, we state the distributed control problem as:

\[
\begin{align*}
\min \ J(y, u) &= \frac{1}{2} \| y - y_d \|_\Omega^2 + \frac{\beta}{2} \| u \|_\Omega^2 \\
\text{subject to} \quad - \nu \Delta y + \nabla p &= u \quad \text{in } \Omega, \\
\nabla y &= 0 \quad \text{in } \Omega, \\
y &= 0 \quad \text{on } \Sigma,
\end{align*}
\]

where \( y : \Omega \rightarrow \mathbb{R}^d \) is the fluid velocity, \( p : \Omega \rightarrow \mathbb{R} \) denotes the pressure and \( u \) is the control variable. The kinematic viscosity is denoted by \( \nu > 0 \). Here, \( \beta > 0 \) stands for the regularization parameter and \( y_d \) is the desired state.

We follow the well-known Lagrange approach [21] to get the first order optimality conditions. We let \( \lambda \) denote the adjoint variable that satisfies

\[
\begin{align*}
\text{subject to} \quad - \nu \Delta \lambda + \nabla \xi &= y - y_d \quad \text{in } \Omega, \\
\nabla \lambda &= 0 \quad \text{in } \Omega, \\
\lambda &= 0 \quad \text{on } \Sigma,
\end{align*}
\]

and

\[
\beta u + \lambda = 0 \quad \text{in } \Omega, \quad (4)
\]

where \( \xi : \Omega \rightarrow \mathbb{R} \).

We use the standard notations for Sobolev and Lebesgue spaces as in Adams [3] throughout the paper. We denote the velocity space by \( Y = H_0^1(\Omega) \), the pressure space by \( Q = L_0^2(\Omega) \) and the control space \( U = L^2(\Omega) \). The usual norm in \( L^2(\Omega) \) is denoted with \( \| \cdot \| \) and the norm of \( H^1(\Omega) \) space is shown with \( \| \cdot \|_1 \). We would like to recall here the dual space of \( Y = H_0^1(\Omega) \), namely the space \( H^{-1}(\Omega) \) equipped with the \(-1\)-norm

\[
\| z \|_{-1} = \sup_{y \in Y} \frac{| \langle z, y \rangle |}{\| y \|_1}. \quad (5)
\]

Here, \( \langle \cdot, \cdot \rangle \) denotes the duality pairing. We introduce the following bilinear forms in order to define the variational form of the problem, for \( y, v \in Y \) and \( q \in Q \):
\[ a(y, v) = \nu \int_{\Omega} \nabla y : \nabla v \, dx, \]
\[ d(v, q) = \int_{\Omega} q \nabla \cdot v \, dx. \]

Now, the weak forms of the equations (2) and (3) read as: Find \( y \in Y, u \in U \) and \( q \in Q \) satisfying
\[ a(y, v) - d(v, p) + d(y, q) = (u, v), \quad \forall (v, q) \in Y \times Q, \tag{6} \]
for the state part. For the adjoint equation, the problem is: Find \( \lambda \in Y \) and \( \varphi \in Q \) satisfying
\[ a(\lambda, w) - d(w, \xi) + d(\lambda, \varphi) = (y - y_d, w) \quad \forall (w, \varphi) \in Y \times Q. \tag{7} \]

Assuming the solution operator \( S : U \mapsto H^1_0(\Omega) \cap H^2(\Omega) \), we define the reduced cost function:
\[ J(y, u) = J(S(u), u) := j(u), \]
where \( S(u) \) solves the auxiliary problem
\[ a(y(u), v) - d(v, p) + d(y(u), q) = (u, v) \quad \forall (v, q) \in Y \times Q. \tag{8} \]

Optimality conditions give the gradient equation as
\[ j'(u)(\tilde{u} - u) = (\lambda(u) + \beta u, \tilde{u} - u), \quad \forall \tilde{u} \in U, \tag{9} \]
with \( \lambda(u) \) solves the following system:
\[ a(\lambda(u), w) - d(w, \xi) + d(\lambda(u), \varphi) = (y(u) - y_d, w) \quad \forall (w, \varphi) \in Y \times Q. \tag{10} \]

We can use the second order sufficient optimality condition to get the positive definiteness of the reduced hessian [21] [26]:
\[ j''(u)(\delta u, \delta u) \geq \alpha \| \delta u \|_{L^2(\Omega)}^2 \quad \forall \delta u \in U. \tag{11} \]

We would like to note here that, unless stated otherwise, the letter \( C \) will stand for a generic constant, which is independent from the mesh size \( h \) throughout the entire paper.

3. Discretization

In this section, we will discretize our continuous problems using a finite element approach and the Brezzi-Pitkaranta stabilization term will appear in discrete variational problem. We let \( Y_h \subset Y, Q_h \subset Q \) and \( U_h \subset U \) be the finite element spaces with a quasiuniform triangulation \( \tau^h \) of \( \Omega \).

The corresponding triangles of the domain are denoted by \( K_1, K_2, ..., K_n \). We let \( h_i = diam(K_i) \) and \( h = \max \{ h_1, h_2, ..., h_n \} \). We consider \( Y_h \) and \( Q_h \) to be the spaces of continuous piecewise linear (P1-P1 pair), which is an unstable pair known not to satisfy discrete inf-sup condition. We also make the standard assumptions that the finite element spaces satisfy the following approximation properties:
\[ \inf_{y^h \in Y, q^h \in Q^h} \left\{ \| (y - y^h) \| + h \| \nabla (y - y^h) \| \right\} + h \| p - q^h \| \right\} \leq Ch^2(\| y \|_2 + \| p \|_1), \tag{12} \]
for \( (y, p) \in (Y \cap H^2(\Omega), Q \cap H^1(\Omega)) \). We also assume that the control variable \( u \) satisfies
\[ \| u - \tilde{u} \| \leq Ch^2 \| u \|_2 \quad \text{for} \quad u \in U \cap H^2(\Omega), \tag{13} \]
where \( \tilde{u} \) is the \( L^2 \) projection from \( U \) to \( U_h \). Now, the finite element scheme considered for the optimal control problem here reads as follows: Find \( y^h, \lambda^h \in Y_h, u^h \in U_h \) and \( q^h, \xi^h \in Q_h \) such that
\[ \min J(y^h, u^h) = \frac{1}{2} \| y^h - y_d \|^2 + \frac{\alpha}{2} \| u^h \|^2 \tag{14} \]
subject to
\[ a(y^h, v^h) - d(v^h, p^h) + d(y^h, q^h) + c(p^h, q^h) = (u^h, v^h), \quad \forall (v^h, q^h) \in Y_h \times Q_h, \tag{15} \]
\[ a(\lambda^h, w^h) - d(w^h, \xi^h) + d(\lambda^h, \varphi^h) + c(\xi^h, \varphi^h) = (y^h - y_d, w^h) \quad \forall (w^h, \varphi^h) \in Y_h \times Q_h. \tag{16} \]

Here, the terms \( c(p^h, q^h) \) and \( c(\xi^h, \varphi^h) \) stand for the Brezzi-Pitkaranta stabilization. \( \alpha \) is a positive parameter and \( c(., .) \) is a mesh dependent bilinear form, which is defined by
\[ c(p^h, q^h) = \alpha \sum_{i=1}^n h_i^2 \int_{K_i} \nabla p^h \cdot \nabla q^h \, dx \quad \forall p^h, q^h \in Q^h, \]
and assumed to satisfy following properties [19]:

i. \( c(p^h, q^h) \) is defined for all \( p^h, q^h \in Q^h \).

ii. \( c(q^h, q^h) = \alpha \| q^h \|^2, \quad \forall q^h \in Q^h \) is a mesh dependent norm.

iii. \( c(p^h, q^h) \) is continuous in the sense that, \( c(p^h, q^h) \leq \| p^h \| \| q^h \| \).

iv. For \( \forall q^h \in Y^h, \xi^h \in Q^h ; \exists \) a positive constant \( \gamma \), which is independent from \( h \) and satisfies
\[ d(y^h, q^h) \leq \gamma \frac{1}{h^2} \| y^h \| \| q^h \|, \quad k = 1, 1/2. \]

v. \( \exists c_0 \), a positive constant independent from \( h \), such that
\[ \forall q^h \in Q^h, \| q^h \| \leq c_0 h \| d(q^h) \|_1, \quad k = 1, 1/2. \]

Similar to continuous case, we can define the discrete solution operator \( S_h \) such that \( S_h(u) = y_h(u) \). Then, there hold
\[ j'_h(u)(\tilde{u} - u) = (\lambda^h(u) + \beta u, \tilde{u} - u), \quad \forall \tilde{u} \in U, \tag{17} \]
and
\[ J^h_b(u) = \alpha \| \delta u \|_{L^2(\Omega)}^2, \quad \forall \delta u \in U. \quad (18) \]

The discrete auxiliary problem in variational formulation follows as:
\[
\begin{align*}
 a(y^h(u), v^h) - d(v^h, p^h) + d(y^h(u), q^h) \\
+ c(p^h, q^h) = (u, v^h) \quad \forall (v^h, q^h) \in Y^h \times Q^h, \\
a(\lambda^h(u), w^h) - d(w^h, \xi^h) + d(\lambda^h(u), \psi^h) \\
+ c(\xi^h, \psi^h) = (y^h(u) - y_d, w^h) \quad \forall (w^h, \psi^h) \in Y^h \times Q^h.
\end{align*}
\]

Proof. Let \( y^h(u) = y^h \) in (15) to get
\[
a(y^h, y^h) - d(y^h, p) + d(y^h, q) = (u^h, y^h).
\]

We choose \( q = p \) and applying the Cauchy-Schwartz and Young’s inequalities we get the desired result for the state part. We proceed the similar argument for the stability of the adjoint state variable.

\[ □ \]

4. Finite element error analysis

In this section, we derive the error estimates for the control, state and adjoint state variables.

Lemma 2. Let \( (y(u), p) \) and \( (y^h(u), p^h) \) be solutions of (8) and (18), respectively. Then, we have
\[
\begin{align*}
 &\nu \| \nabla (y(u) - y^h(u)) \|^2 + | p - p^h |^2 \\
\leq & \inf_{\phi^h, \tilde{p}^h \in Q^h} C \\
\left\{ \nu^{-1} \| \nabla (y(u) - \tilde{y}) \|^2 + \nu^{-1} \| (p - \tilde{p}) \|^2 + \\
h^{-1} \| \nabla (y(u) - \tilde{y}) \|^2 + | p - \tilde{p} |^2 + | \tilde{p} |^2 \right\}.
\end{align*}
\]

Proof. We subtract (19) from (8) via the same test functions \( v^h, q^h \). Thus, we get the error equation
\[
\begin{align*}
a(y(u) - y^h(u), v^h) - d(v^h, p - p^h) + \\
d(y(u) - y^h(u), q^h) - c(p^h, q^h) \\
= 0, \quad \forall (v^h, q^h) \in Y^h \times Q^h.
\end{align*}
\]

Now we split the error term \( y - y^h(u) \) as \( y - \tilde{y} = (y^h(u) - \tilde{y}) = \eta - \phi^h \), where \( \tilde{y} \) is the best approximation of \( y \) in \( Y^h \). So the error equation becomes:
\[
\begin{align*}
a(\eta - \phi^h, v^h) - d(v^h, p - p^h) \\
+ d(\eta - \phi^h, q^h) - c(p^h, q^h) = 0.
\end{align*}
\]

Rearranging the new error equation and adding and subtracting \( c(p, q^h) \) with the test function choice \( v^h = \phi^h \) yield:
\[
\begin{align*}
a(\phi^h, \phi^h) &= a(\eta, \phi^h) - d(\phi^h, p - p^h) - d(\phi^h, q^h) \\
&\quad + d(\eta, q^h) + c(p - p^h, q^h) - c(p, q^h).
\end{align*}
\]

Splitting the error in the pressure in a similar manner gives \( p - p^h = p - \tilde{p} - (y^h(u) - \tilde{p}) = \zeta - \psi^h \), where \( \tilde{p} \) is the best approximation of \( p \) in \( Q^h \). Then, we have
\[
\begin{align*}
a(\phi^h, \psi^h) &= a(\eta, \phi^h) - d(\phi^h, \zeta - \psi^h) - d(\phi^h, q^h) \\
&\quad + d(\eta, q^h) + c(\zeta - \psi^h, q^h) - c(p, \psi^h).
\end{align*}
\]

Picking \( q^h = \psi^h \) gives:
\[
\begin{align*}
a(\phi^h, \psi^h) &= a(\eta, \phi^h) - d(\phi^h, \zeta - \psi^h) - d(\phi^h, q^h) \\
&\quad + \nu \| \nabla \eta \| \| \nabla \phi^h \| \\
&\leq \nu \| \nabla \phi^h \|^2 + C\nu^{-1} \| \nabla \eta \|^2,
\end{align*}
\]

We now estimate absolute value of each term at right-hand side of (23) separately. By using Cauchy-Schwartz and Young’s inequalities we have:
\[
\begin{align*}
| a(\eta, \phi^h) | &\leq \nu \| \nabla \eta \| \| \nabla \phi^h \| \\
&\leq \frac{\nu}{4} \| \nabla \phi^h \|^2 + C\nu^{-1} \| \nabla \eta \|^2,
\end{align*}
\]

Making use of Poincare-Friedrichs’ inequality and property (iv) of the bilinear form \( c(\cdot, \cdot) \), we have
\[
\begin{align*}
&\| \nabla \eta \| \| \nabla \phi^h \| \\
&\leq C h^{-1/2} \| \nabla \eta \| \| \phi^h \| \\
&\leq \frac{1}{6} \| \phi^h \|^2 + C h^{-1} \| \nabla \eta \|^2.
\end{align*}
\]
For stabilization terms, we use the properties along with the usual inequalities to get:
\[
|c(\zeta, \psi^h)| \leq [c][\psi^h] \leq \frac{1}{6} [\psi^h]^2 + C[\zeta]^2;
\]
and
\[
|c(p, \psi^h)| \leq [p][\psi^h] \leq \frac{1}{6} [\psi^h]^2 + C[p]^2.
\]
Rearranging the error equation with obtained bounds will result:
\[
\frac{\nu}{2} \|\nabla \phi^h\|^2 + \frac{1}{2} [\psi^h]^2 \leq C \{ \nu^{-1} \|\nabla \eta\|^2 + \nu^{-1} \|\xi\|^2 + h^{-1} \|\nabla \eta\|^2 + [\zeta]^2 + [p]^2 \}.
\]
Making a final use of triangle inequality gives the desired result now.

\[\square\]

**Lemma 3.** Let \((\lambda, \xi)\) and \((\lambda^h(u), \xi^h)\) be solutions of \((11)\) and \((20)\), respectively. Then, we have
\[
\nu \|\nabla(\lambda(u) - \lambda^h(u))\|^2 + [\xi - \xi^h]^2 \leq \inf_{\lambda \in Y^h, \xi^h \in Q^h} \nu^{-1} \|\nabla(\lambda(u) - \check{\lambda})\|^2 + \nu^{-1} \|\xi - \check{\xi}\|^2
\]
\[
+ h^{-1} \|\nabla(\lambda(u) - \check{\lambda})\|^2 + [\xi - \check{\xi}]^2 + [\zeta]^2 + \nu^{-1} \|\nabla(y(u) - y^h(u))\|^2 \}
\]

**Proof.** We omit the proof since it is very similar to the previous case.

In order to get an estimate for the control variable, we need a relation between the discrete continuous and auxiliary solutions for both state and adjoint state equations.

**Lemma 4.** If \((y^h, p^h)\) and \((y^h(u), p^h)\) be solutions of \((15)\) and \((19)\), respectively. Then, there holds
\[
\nu \|\nabla(y^h - y^h(u))\|^2 \leq \frac{C}{\nu} \|u - y^h\|^2.
\]

Similarly, if \((\lambda^h, \xi^h)\) and \((\lambda^h(u), \xi^h)\) be solutions of \((17)\) and \((20)\), respectively. Then, there holds
\[
\nu \|\nabla(\lambda^h - \lambda^h(u))\|^2 \leq \frac{C}{\nu} \|y^h - y^h(u)\|^2.
\]

**Proof.** For the state part, we subtract \((19)\) from \((15)\). Since the pressure terms are independent of the control, the proof is trivial.

**Lemma 5.** The first derivative of the reduced cost function for the continuous and the discrete cases satisfy
\[
\|j'(u)(\delta) - j'_h(u)(\delta)\| \leq \|\lambda(u) - \lambda^h(u)\| \|\delta\|
\]
\[\forall u, \delta \in U.\]

**Proof.** The result is obtained by using Eqs. \((9)\) and \((17)\) directly.

The following lemma gives the error estimate for the control variable \(u\).

**Lemma 6.** Let \((u, y)\) and \((u^h, y^h)\) be solutions to \((3)\) and \((10)\), respectively. Then, we have
\[
\|u - u^h\| \leq \|u - \bar{u}\| + \frac{1}{\alpha} \|\lambda(u) - \lambda^h(u)\|,
\]
\[\bar{u} \in U.\]

**Corollary 1.** The error in state variable \(y\) satisfies:
\[
\nu \|\nabla(y - y^h)\|^2 + [p - p^h]^2 \leq \inf_{\check{y} \in Y^h, \check{p} \in Q^h} \nu^{-1} \|\nabla(y(u) - \check{y})\|^2 + h^{-1} \|\nabla(y(u) - \check{y})\|^2 + \nu^{-1} \|\xi - \check{\xi}\|^2 + [\zeta]^2 + \nu^{-1} \|\nabla(y(y(u) - y^h(u))\|^2 \}
\]

**Proof.** The corollary is the combination of Lemma \((4)\) and Lemma \((16)\).

**Corollary 2.** The error in adjoint state variable \(\lambda\) satisfies:
\[
\nu \|\nabla(\lambda - \lambda^h)\|^2 + [\xi - \xi^h]^2 \leq \inf_{\check{\lambda}, \check{\xi} \in Y^h, \check{\xi} \in Q^h} \nu^{-1} \|\nabla(y(u) - \check{y})\|^2 + h^{-1} \|\nabla(y(u) - \check{y})\|^2 + \nu^{-1} \|\lambda(u) - \check{\lambda}\|^2 + \nu^{-1} \|\xi - \check{\xi}\|^2 + [\zeta]^2 + \nu^{-1} \|\nabla(y(u) - y^h(u))\|^2 \}
\]

**Proof.** The proof is just a combination of the results of Lemma \((3)\) and Lemma \((14)\).

We are now in a position to state approximation results. We give corollaries for each variable. We first assume that \(y, u, p, \lambda, \xi\) are sufficiently smooth, before stating the approximation results.

**Corollary 3.** The control variable \(u\) satisfies
\[
\|u - u^h\| \approx O(h^{1/2}).
\]

**Proof.** Making use of approximation assumptions \((12), (13)\) and property \((v.)\) of the bilinear form \(c(\ldots, \cdot)\) in Lemma \((6)\) we get
\[
\|u - u^h\| \leq C(u)h^2 + C(\nu^{-1}, \alpha^{-1}, y, \lambda, p, \xi) h^{1/2},
\]
which completes the proof.
Corollary 4. The adjoint state variable $\lambda$ satisfies
\[ \nu \| \nabla (\lambda - \lambda^h) \|^2 + 2 \| \xi - \xi^h \|^2 \simeq O(h). \]

Proof. The proof is similar to the previous case, which is stated for $u$. \qed

Corollary 5. The state variable $y$ satisfies
\[ \nu \| \nabla (y - y^h) \|^2 + 2 \| p - p^h \|^2 \simeq O(h). \]

Proof. The proof is similar to the previous cases, which are stated for $u$ and $\lambda$. \qed

Remark 1. By the property $(v.)$ of the bilinear form $c(\cdot,\cdot)$, the norm $\| \cdot \|$ is approximated as $h^{1/2} \| \cdot \|_{1,1}$. Thus, the pressure error terms at left-hand side of all error relations does not give any convergence for pressure. Since pressure is not guaranteed to be unique, this situation is expected. However, the discrete pressure remains bounded in any case $[19]$.

5. Numerical Application

In this section, we perform a numerical experiment to verify the effectiveness of the proposed method. We use the finite element software package Freefem++ [16] to carry out all computations. In considered test case, we study in the domain $(0,1)^2$ with a mesh resolution of $32 \times 32$. We choose the parameters as $\nu = 1$ and $\beta = 0.1$. The stabilization parameter $\alpha$ is calculated as:
\[ \alpha = \frac{|K|}{5(c_1^2 + c_2^2 + c_3^2)}. \]

Here $K$ denotes any triangle in $\tau^h$ and $|K|^2$ is its area. $c_1, c_2, c_3$ stands for the lengths of sides of the triangle $K$.

Example As a numerical test, we consider the driven cavity problem. In this problem, the horizontal velocity on the upper boundary is 1 and the vertical component is 0. We consider a numerical experiment from [14]. We do not have any constraint on the control or the state variable. Let the desired state be $y_d = \left( \frac{\sin(\pi x)^2 \sin(\pi y) \cos(\pi y)}{- \sin(\pi x)^2 \sin(\pi x) \cos(\pi x)} \right)$.

In Figure 1, we compare the pressure terms of the state equation for both stabilized and unstabilized solutions. We observe that unstabilized pressure diverges. Similarly, for the adjoint state, unstabilized pressure blows up in Figure 2. Finally, we compare the first component of the stabilized and unstabilized solutions. One can easily see the efficiency of the stabilization through comparison of these figures.

6. Conclusion and Outlook

In this work, we have studied Brezzi-Pitkaranta stabilization scheme for the optimal control problems governed by Stokes equations. We have obtained the stability results for both the state and adjoint state variables. We derived a priori error bounds for each variable and proved that the error is of order $1/2$. In the numerical example, we have shown the efficiency of the stabilization in both solutions of the state and adjoint state. As future works, we will consider the optimal control of time dependent and nonlinear flow problems.
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Figure 1. Comparison of pressure solution of the state equation: stabilized(left) and unstabilized(right)

Figure 2. Comparison of pressure of the adjoint the state equation: stabilized(left) and unstabilized(right)

Figure 3. Comparison of first component of the solutions of the state variable: stabilized(left) and unstabilized(right)
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